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Abstract

In this paper, we present a conceptually simple, strong,
and efficient framework for panoptic segmentation, called
Panoptic FCN. Our approach aims to represent and pre-
dict foreground things and background stuff in a unified
fully convolutional pipeline. In particular, Panoptic FCN
encodes each object instance or stuff category into a spe-
cific kernel weight with the proposed kernel generator and
produces the prediction by convolving the high-resolution
feature directly. With this approach, instance-aware and
semantically consistent prosperties for things and stuff can
be respectively satisfied in a simple generate-kernel-then-
segment workflow. Without extra boxes for localization or
instance separation, the proposed approach outperforms
previous box-based and -free models with high efficiency
on COCO, Cityscapes, and Mapillary Vistas datasets with
single scale input. Our code is made publicly available at
https://github.com/Jia-Research-Lab/PanopticFCN.1

1. Introduction

Panoptic segmentation, aiming to assign each pixel with
a semantic label and unique identity, is regarded as a chal-
lenging task. In panoptic segmentation [19], countable and
uncountable instances (i.e., things and stuff) are expected
to be represented and resolved in a unified workflow. One
main difficulty impeding unified representation comes from
conflicting properties requested by things and stuff. Specif-
ically, to distinguish among various identities, countable
things usually rely on instance-aware features, which vary
with objects. In contrast, uncountable stuff would prefer se-
mantically consistent characters, which ensures consistent
predictions for pixels with the same semantic meaning. An
example is given in Fig. 1, where embedding of individuals
should be diverse for inter-class variations, while characters
of grass should be similar for intra-class consistency.

1Part of the work was done in MEGVII Research.

(a) Separate representation (b) Unified representation

Figure 1. Compared with traditional methods, which often utilize
separate branches to handle things and stuff in 1(a), the proposed
Panoptic FCN 1(b) represents things and stuff uniformly with gen-
erated kernels. Here, an example with box-based stream for things
is given in 1(a). The shared backbone is omitted for concision.

For conflict at feature level, specific modules are usu-
ally tailored for things and stuff separately, as presented in
Fig. 1(a). In particular, instance-aware demand of things is
satisfied mainly from two streams, namely box-based [18,
50, 25] and box-free [51, 10, 6] methods. Meanwhile,
the semantic-consistency of stuff is met in a pixel-by-pixel
manner [33], where similar semantic features would bring
identical predictions. A classic case is Panoptic FPN [18],
which utilizes Mask R-CNN [12] and FCN [33] in sepa-
rated branches to respectively classify things and stuff, sim-
ilar to that of Fig. 1(a). Although attempt [51, 10, 6] has
been made to predict things without boxes, extra predictions
(e.g., affinities [10], and offsets [51]) together with post-
process procedures are still needed to distinguish among
instances, which slow down the whole system and hinder
it from being fully convolutional. Consequently, a unified
representation is required to bridge this gap.

In this paper, we propose a fully convolutional frame-
work for unified representation, called Panoptic FCN. In
particular, Panoptic FCN encodes each instance into a spe-
cific kernel and generates the prediction by convolutions di-
rectly. Thus, both things and stuff can be predicted together
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with a same resolution. In this way, instance-aware and se-
mantically consistent properties for things and stuff can be
respectively satisfied in a unified workflow, which is briefly
illustrated in Fig. 1(b). To sum up, the key idea of Panoptic
FCN is to represent and predict things and stuff uniformly
with generated kernels in a fully convolutional pipeline.

To this end, kernel generator and feature encoder are
respectively designed for kernel weights generation and
shared feature encoding. Specifically, in kernel genera-
tor, we draw inspirations from point-based object detec-
tors [20, 55] and utilize the position head to locate as
well as classify foreground objects and background stuff
by object centers and stuff regions, respectively. Then, we
select kernel weights [17] with the same positions from
the kernel head to represent corresponding instances. For
the instance-awareness and semantic-consistency described
above, a kernel-level operation, called kernel fusion, is fur-
ther proposed, which merges kernel weights that are pre-
dicted to have the same identity or semantic category. With
a naive feature encoder, which preserves the high-resolution
feature with details, each prediction of things and stuff can
be produced by convolving with generated kernels directly.

In general, the proposed method can be distinguished
from two aspects. Firstly, different from previous work
for things generation [12, 4, 45], which outputs dense pre-
dictions and then utilizes NMS for overlaps removal, the
deigned framework generates instance-aware kernels and
produces each specific instance directly. Moreover, com-
pared with traditional FCN-based methods for stuff predic-
tion [53, 3, 9], which select the most likely category in a
pixel-by-pixel manner, our approach aggregates global con-
text into semantically consistent kernels and presents results
of existing semantic classes in a whole-instance manner.

The overall approach, named Panoptic FCN, can be eas-
ily instantiated for panoptic segmentation, which will be
fully elaborated in Sec. 3. To demonstrate its superior-
ity, we give extensive ablation studies in Sec. 4.2. Fur-
thermore, experimental results are reported on COCO [29],
Cityscapes [8], and Mapillary Vistas [35] datasets. With-
out bells-and-whistles, Panoptic FCN outperforms previous
methods with efficiency, and respectively attains 44.3% PQ
and 47.5% PQ on COCO val and test-dev set. Meanwhile, it
surpasses all similar box-free methods by large margins and
achieves leading performance on Cityscapes and Mapillary
Vistas val set with 61.4% PQ and 36.9% PQ, respectively.

2. Related Work
Panoptic segmentation. Traditional approaches mainly
conduct segmentation for things and stuff separately. The
benchmark for panoptic segmentation [19] directly com-
bines predictions of things and stuff from different models,
causing heavy computational overhead. To solve this prob-
lem, methods have been proposed by dealing with things

and stuff in one model but in separate branches, including
Panoptic FPN [18], AUNet [25], and UPSNet [50]. From
the view of instance representation, previous work mainly
formats things and stuff from different perspectives. Fore-
ground things are usually separated and represented with
boxes [18, 52, 5, 24] or aggregated according to center off-
sets [51], while background stuff is often predicted with a
parallel FCN [33] branch. Although methods of [23, 10]
represent things and stuff uniformly, the inherent ambiguity
cannot be resolved well merely with the pixel-level affinity,
which yields the performance drop in complex scenarios. In
contrast, the proposed Panopic FCN represents things and
stuff in a uniform and fully convolutional framework with
decent performance and efficiency.

Instance segmentation. Instance segmentation aims to dis-
criminate objects in the pixel level, which is a finer rep-
resentation compared with detected boxes. For instance-
awareness, previous works can be roughly divided into two
streams, i.e., box-based methods and box-free approaches.
Box-based methods usually utilize detected boxes to locate
or separate objects [12, 32, 1, 21, 38]. Meanwhile, box-free
approaches are designed to generate instances without assis-
tance of object boxes [10, 4, 45, 46]. Recently, AdaptIS [40]
and CondInst [42] are proposed to utilize point-proposal for
instance segmentation. However, the instance aggregation
or object-level removal is still needed for results. In this
paper, we represent objects in a box-free pipeline, which
generates the kernel for each object and produces results by
convolving the detail-rich feature directly, with no need for
object-level duplicates removal [15, 37].

Semantic segmentation. Semantic segmentation assigns
each pixel with a semantic category, without considering
diverse object identities. In recent years, rapid progress has
been made on top of FCN [33]. Due to the semantically
consistent property, several attempts have been made to cap-
ture contextual cues from wider perception fields [53, 2, 3]
or establish pixel-wise relationship for long-range depen-
dencies [54, 16, 41]. There is also work to design net-
work architectures for semantic segmentation automati-
cally [30, 26], which is beyond the scope of this paper. Our
proposed Panoptic FCN adopts a similar method to repre-
sent things and stuff, which aggregates global context into a
specific kernel to predict corresponding semantic category.

3. Panoptic FCN
Panoptic FCN is conceptually simple: kernel generator

is introduced to generate kernel weights for things and stuff
with different categories; kernel fusion is designed to merge
kernel weights with the same identity from multiple stages;
and feature encoder is utilized to encode the high-resolution
feature. In this section, we elaborate on the above compo-
nents as well as the training and inference scheme.




